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Warming Up







𝑌 = 𝑔(𝑋)



Better Theorem

A random variable 𝑋 has a pdf 𝑓𝑋 𝑥 . Then, the pdf of a derived random 

variable 𝑌 = 𝑔 𝑋 is given by

𝑓𝑌 𝑦 = ෍

𝑥𝑖:𝑔 𝑥𝑖 =𝑦

𝑓𝑋 𝑥𝑖
𝑔′ 𝑥𝑖









(-1, 3)



Random number generation



Rayleigh (𝑎)

𝑓𝑋 𝑥 = 𝑎2𝑥 exp(−
𝑎2𝑥2

2
)    for 𝑥 > 0



𝑌 = 𝑔 𝑋
with singularity









𝑊 = 𝑔(𝑋, 𝑌)



𝐂𝐃𝐅 𝐟𝐢𝐫𝐬𝐭, 𝐏𝐃𝐅 𝐥𝐚𝐭𝐞𝐫









𝑊 = 𝑋 + 𝑌



Convolution






