Computer Vision HW #1 (due 9 April 2024)

lake_ | bay_ | lid_ bay_ lid_ bay_ lid_ class
num | num | num | above_ | rightof | above_ | bottomof _
bay bay lake image
1 0 0 F F F F 0
1 0 0 F F F F 0
0 0 0 F F F F 1
0 2 2 F T F T 2
0 2 2 T F F F 3
| 1 1 F F F T 4
1 1 | F T T F 6
0 2 2 T T F F 2
0 2 2 i i T F i i 4
0 1 1 F F F F 7
0 0 0 F F F F 1
1 0 0 F F F F 0
1 1 1 F F F F 9
0 2 2 T T F F 2
1 1 1 F F F F 9
0 1 1 F F F F 1
0 2 2 T F F T 4
0 2 2 T T F F 5
1 1 1 F ‘B T F 6
0 2 2 T F F F 3
0 1 1 F F F F 1
1 0 0 F F F F 0
0 2 2 T T F F 5
1 1 | F T F F 6
0 1 1 F F F T 7
2 0 0 F F F F 8
1 1 1 F F F F 9
1 0 0 F F F F 0
2 0 0 F F F F 8
1 1 1 F il I F 6
0 2 2 F T F F 7
1 1 1 F F F F 9
1 0 0 F F F F 0
0 2 2 T F F F 3
0 2 2 T T F F 5
0 2 2 T T F F 2
0 2 2 T i F F 2
0 1 1 F F F F 1
0 1 1 F F F F 7
0 2 2 I T F F 5
0 2 2 T F F i i 4
0 2 2 T F F F 3

Figure 4.14  Training data for hand-printed characters.
Given the training data, construct a decision tree to discriminate among the ten digit classes.
There are many methods, but you may or may not use the mutual information, as described

in the lecture, which is repeated below.
® You can use the mutual information to select the best feature. For example, suppose
that the mutual information between ‘lake_num’ and ‘class’ is larger than those

between the other features and class. In that case, the top node in the decision tree



uses the ‘lake_num’ to divide the set into three subsets as follows.

lake_ | bay_ | lid_ bay_ lid_ bay_ lid_ class
num | num | num | above_ | rightof_ | above_ | bottomof
bay bay lake image
1 0 0 F F F F 0
1 0 0 F F F F 0
0 0 0 F F F P 1
0 2 2 F T P T 2
0 2 2 P F F F 3
1 1 1 F F F T 4
1 1 1 o T T F 6
0 2 s T T F F 2
0 2 2 T T F i 5 4
0 1 1 ™ F  of o g8
0 0 0 F F F o 1
1 0 0 F F F F 0
1 1 1 F F F F 9
0 2 p T 3 1 F F 2
1 1 1 F F F F 9
0 1 1 F F F F 1
0 ps 2 2y T F T 4
0 p 2 0 T F F S
1 1 1 F T T F 6
0 2 2 i F F F 3
0 1 1 F F F r 1
1 0 0 F F F F 0
0 2 2 T T F F 5
1 I F T T F 6
0 1 1 F F F T 7
2 0 0 F F F F 8
1 1 1 F F F F 9
1 0 0 F F o F 0
2 0 0 F F P F 8
1 1 1 F T - F 6
0 2 2 T o F 7
1 1 1 F F F F 9
1 0 0 F F F F 0
0 2 2 T F F o 3
0 2 2 T a F F =
0 2 2 I T F F 2
0 2 2 & ay F E 2
0 1 1 F F E 13 !
0 1 1 E E F E 7
0 2 2 - u EF E S
0 2 2 T E E e 4
0 2 2 T E = I 3

Figure 4.14  Training data for hand-printed characters.

® You see that the cases lake_num = 0, 1, 2 generate red, blue, and yellow subsets,
respectively. For each subset repeat the procedure and find the best feature. Of
course, at this stage, you don't use lake_num and consider the other features only.
Also, for the yellow subset, it is done. The two samples all belong to the class ‘8" and

it is a leaf node.

2. What happens if you construct the tree from the last 20 samples and then test it on the first

20 samples?



