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Abstract—In this paper, we propose a 3D point cloud sequence 

compression algorithm based on inter-frame coding. First, we 

create an octree structure for the 3D point cloud. For the first 

frame, we compress geometric and color attributes through intra-

frame coding. Then we apply inter-frame coding to the rest of the 

frames. We compress the geometric attributes using a dual octree 

and compress the color attributes using the k-means clustering. 

Both intra-frame coding and inter-frame coding are performed 

with arithmetic codes. Experimental results demonstrate that the 

proposed algorithm compresses point cloud sequences more 

efficiently than the algorithm using only intra-frame coding.  

Keywords—point cloud; dual octree; intra-frame coding; inter-

frame coding  

I.  INTRODUCTION 

A 3D point cloud is a type of 3D data, which contains 
location information and color information of numerous 3D 
points. Nowadays 3D point cloud is widely used for many 
visualization tasks in various fields such as 3D rendering [1], 3D 
reconstruction, and autonomous driving. However, since a point 
cloud consists of many 3D points, it demands a huge amount of 
storage space, as well as high transmission bandwidth. Therefore, 
it is essential to develop an efficient 3D point cloud compression 
techniques.  

Various attempts have been made to compress 3D point 
cloud sequences. For instance, [2] used a kd-tree structure to 
sub-divide of a point cloud space at different resolution layers. 
Also, [3] used the octree structure to compress point cloud 
attributes, such as colors. The octree data structure to decompose 
the 3D space is an effective means to represent spatial point 
cloud distribution. As compared with the mesh construction, the 
octree decomposition is simpler to achieve.  

In this paper, we propose a 3D point cloud sequence 
compression algorithm using a dual octree tree and the k-means 
clustering technique. Also, we adopt arithmetic codes for 
achieve a higher coding gain. Experimental results show that the 
inter-frame coding performs better than the intra-frame coding 
only.  

II. PROPOSED ALGORITHM 

A. Overview 

The number of points constituting each point cloud frame 
changes every time. This is because, when generating a point 
cloud sequence, the number of points captured by the camera is 
different at each frame in general. The fact that the number of 
points in each frame is different makes it difficult to find 
geometry and color differences between adjacent frames. In 

other words, it is difficult to find correspondences between 
frames. To overcome this problem, [4] suggests the dual octree 
technique for a geometry coding and the k-means clustering for 
a color coding.  

B. Octree Construction 

Each point in a 3D point cloud contains geometry 
information and color information. We build an octree structure 
from the input 3D point cloud data based on the geometry 
information.  

First, we decompose the 3D space into a lot of voxels. Each 
voxel contains 8 child nodes. If there is a point in the child voxel, 
the corresponding child node value is set to 1, otherwise 0 is 
assigned. This 0 and 1 sequence forms a bit stream. 

C. Geometry Coding 

The bit stream contains the spatial information of point cloud. 
We obtain the spatial variation of the two adjacent frames by 
comparing the bit stream of each frame. However, since the total 
numbers of points are different, it is not possible to compute the 
spatial variation by comparing the bit stream directly. To 
compute the spatial variation, we employ the dual octree method. 

We build a dual octree in three steps, as illustrated in Fig. 1. 
We denote the voxel value of the reference octree by 𝑣𝑟 , the 
voxel value of the target octree by 𝑣𝑡,  the child node of 𝑣𝑟 by 
𝑛𝑟 and child node of 𝑣𝑡 by 𝑛𝑡. At the first step, we compare two 
octrees obtained from adjacent two frames. In Fig. 1. (a), If  𝑣𝑟 
is 0 and 𝑣𝑡 is 1, we assign 0 to 𝑛𝑟. In Fig. 1. (b), if 𝑣𝑟 is 1 and 𝑣𝑡 
is 0, we assign 0 to 𝑛𝑡. Through this process, the sizes of two 
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Fig. 1. (a), (b) Reference and target octrees at the first step, 

(c), (d) reference and target octrees at the second step, 

and (e) the XOR result octree at the final step. 

 

 



octrees become equal. Next, we compare the octrees to obtain a 
dual octree. In Fig. 1. (c), if 𝑣𝑟 is 0 and 𝑣𝑡 is 1, we assign 0 to 𝑛𝑟. 
In Fig. 1. (d), if 𝑣𝑟 is 1, and 𝑣𝑡 is 0, we remove both 𝑛𝑟 and 𝑛𝑡. 
Thus, we build the dual octree that has the same size as the target 
octree. Subsequently, we perform the XOR operation using the 
dual octree to compute the spatial variation of two frames. Fig. 
1. (e) shows the final result of the XOR operation. 

D. Color Coding 

The sizes of adjacent two frames are different, and it is hard 
to determine corresponding color differences. Therefore, we 
reconstruct an estimated color attribute map that has the same 
size with the target frame using the k-means clustering.  

 Let 𝑞  denote a point in the target frame, and 𝑁𝑞 denote the 

set of nearest neighbor points of 𝑞. We obtain 𝑝 which 𝑝 ∈ 𝑁𝑞 

by the Euclidean distance of the 3D geometry information of the 
target frame 𝑔𝑡(𝑞) and the geometry information of reference 
frame 𝑔𝑟. We use 𝑘 = 3 as the number of nearest neighbors.  

We compute the predicted color of 𝑞  using the geometry 
information of the reference frame and the k-means clustering. 
More specifically, for each 𝑞, the predicted color in the target 
frame 𝑐̃𝑡(𝑞) can be estimated by computing the average color 
value of the point 𝑝, which is 

 
 

Finally, we compute ∆𝑐𝑡(𝑞), the residual of the target frame 
color information and the predicted color information. This 
removes temporal redundancy in the point cloud attribute. When 
the computed ∆𝑐𝑡(𝑞) is smaller than a threshold 𝜃, we assume 
that v∆𝑐𝑡(𝑞) as 0, i.e., 

E. Arithmetic Coding 

For entropy coding of the geometric and color differences 
between two adjacent frames, we use the arithmetic codes in [5].  

III. EXPERIMENTAL RESULTS 

We use JPEG Pleno Database: Microsoft Voxelized Upper 
Bodies – A Voxelized Point Cloud Dataset [6]. We downsample 
the dataset through voxelization. Each frame consists about 
8,300 points. We perform experiments using 10 frames, whose 
size is about 5.39MB.  

The intra-frame coding compresses absolute geometry and 
color values. On the other hand, the inter-frame coding 
compresses a residual bit stream for the geometry attribute and 
residual color values for the color attribute. The proposed 
algorithm compresses the first frame using the intra-frame 
coding and the rest frames using the inter-frame coding. We 
measure the compression ratio using bits per voxel (bpv).  

Table Ⅰ shows the changes in the compression ratio 
according to the threshold 𝜃. Note that the proposed algorithm 
achieves better compression ratio than inter-frame coding only. 
The intra coding compresses a frame with about 24KB. In 
contrast, the inter coding compress a frame with about 4.7KB. 
By increasing 𝜃, we can obtain a compacter bit-stream.  

Fig. 2. shows a reference frame, a target frame, and a 
reconstructed frame, encoded with 𝜃 = 20. We see that there are 
no noticeable image distortions. 

 

Table Ⅰ. Comparison of compression ratio 

type 
intra-frame 

coding 
Proposed inter-frame coding 

𝜃 - 10 20 

size(KB) 240 87 71.25 

bpv 23.1 8.4 6.9 

 

IV. CONCLUSION 

We proposed an inter-frame coding technique for point 
cloud sequences. First, we convert the point cloud data into an 
octree structure. Then, we compute the geometry differences 
between two adjacent frames using the dual octree, and the color 
differences using the k-means clustering. Experimental results 
showed that the proposed algorithm compresses point data more 
efficiently than the intra-frame coding only. 
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Fig. 2. (a) Reference frame, (b) target frame,  

and (c) reconstructed target frame 

 

 

 

∆𝑐𝑡(𝑞) = {
∆𝑐𝑡(𝑞),   if ∆𝑐_𝑡 (𝑞) > 𝜃

0,     otherwise
. (2) 
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