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Abstract

A novel continuous-mask-aware transformer for image
inpainting, called CMT, is proposed in this paper, which
uses a continuous mask to represent the amounts of errors
in tokens. First, we initialize a mask and use it during the
self-attention. To facilitate the masked self-attention, we
also introduce the notion of overlapping tokens. Second,
we update the mask by modeling the error propagation dur-
ing the masked self-attention. Through several masked self-
attention and mask update (MSAU) layers, we predict initial
inpainting results. Finally, we refine the initial results to re-
construct a more faithful image. Experimental results on
multiple datasets show that the proposed CMT algorithm
outperforms existing algorithms significantly. The source
codes are available at https://github.com/keunsoo-ko/CMT.

1. Introduction
The objective of image inpainting is to reconstruct visu-

ally plausible images by filling in holes or defects in input
images, such as old photos with scratches and flawed pho-
tos with distracting objects. In inpainting, it is necessary
to predict the contents inside holes based on intact regions.
Early inpainting algorithms [3, 15, 25, 9] fill in a hole patch
using similar patches in the same image or from an external
database, but they may fail to generate detailed patterns.

Recently, convolutional neural networks (CNNs) have
been developed for inpainting [24, 30, 12, 32, 36], achiev-
ing promising performances. However, they suffer from vi-
sual artifacts, such as blurriness, color discrepancies, and
artificial edges, since ordinary convolutional layers are ap-
plied to all pixels — both hole and non-hole pixels — in
the same manner. To alleviate such artifacts, mask-aware
inpainting algorithms based on CNNs have been proposed
[17, 33, 21, 31], in which adaptive filtering is performed to
process each pixel according to its state.

With the success of the transformers [5, 20] in vision
tasks, transformer-based inpainting algorithms [35, 28, 4,
19] also have been proposed. They provide decent inpaint-
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Figure 1: Illustration of the mask update process in the proposed
CMT algorithm: The man’s hand is designated as a hole. Initially,
in the mask, the hole pixels are assigned 0, while the others 1. The
mask is updated gradually through several MSAU layers, and the
inpainted image is obtained.

ing results, for the global attention facilitates to inpaint
holes using the information in distant regions. In particular,
Li et al. [16] developed a mask-aware transformer, which
classifies tokens as either valid or invalid using a binary
mask. Their algorithm declares an output token as valid
if it depends on at least one valid input token. However, this
binary masking has a limitation that a valid token can be
still erroneous.

In this paper, we propose a novel transformer for image
inpainting, called continuously masked transformer (CMT),
which uses a continuous mask to represent the amounts
of errors in tokens. First, we initialize a continuous mask
and use it during the self-attention process. To facilitate
the masked self-attention, we employ overlapping tokens,
which consist of ordinary and shifted tokens. Then, we up-
date the mask by modeling the error propagation during the
masked self-attention as illustrated in Figure 1. We gen-
erate initial inpainting results through several masked self-
attention and mask update (MSAU) layers. Finally, we de-
velop the refinement network to refine the initial results to
reconstruct a more faithful image. Extensive experiments
demonstrate that the proposed CMT algorithm provides ex-
cellent inpainting performance.

https://github.com/keunsoo-ko/CMT


This work has the following major contributions:

• To the best of our knowledge, CMT is the first conti-
nuous-mask-aware transformer for image inpainting.

• We also develop a novel mask update scheme by for-
mulating the error propagation during the forward pass
in the network.

• We introduce the notion of overlapping tokens to fa-
cilitate more communication among tokens during the
masked self-attention.

• The proposed CMT algorithm significantly outper-
forms conventional image inpainting algorithms on the
Places2 [40], CelebA-HQ [14], and DTD [2] datasets.

2. Related Work
2.1. Deep inpainting

Early inpainting neural networks [24, 30] were trained
to fill in the square hole at the center of an image, where
the hole-to-image (H2I) area ratio is fixed at 1

4 . This
training strategy, however, may not be suitable for prac-
tical applications, in which holes of various shapes and
sizes should be inpainted. To overcome this issue, one or
more rectangular holes of different sizes are placed at ran-
dom positions in [12, 32, 36], or complex irregular patterns
are generated with numerous H2I ratios around 0.3 within
(0.01, 0.6] in [17, 33, 37]. The latter irregular patterns have
been adopted to train and test many inpainting algorithms
[23, 29, 18, 34, 8, 35]. Moreover, with the advances in gen-
erative models [7, 22], several pluralistic inpainting algo-
rithms [39, 28, 38, 27, 16] have been developed. Given a
damaged image containing huge holes, they can generate
multiple inpainted images. They focus on the generation
or synthesis of plausible contents constrained on intact re-
gions, rather than on the faithful reconstruction of original
contents. In this paper, we aim at reconstructing an image
when hole regions cover a moderate portion of the image,
as done in [17, 33, 37, 23, 29, 18, 34, 8, 35].

2.2. Mask-aware inpainting

Ordinary convolutional layers are used for inpainting in
[24, 12, 30, 32], which are applied to all pixels including
missing ones inside holes, but they often cause visual arti-
facts such as blurriness and artificial edges. To reduce such
artifacts, mask-aware convolutional layers have been pro-
posed [17, 33, 31, 29], which exploit masks to process each
pixel adaptively according to its state. Liu et al. [17] pro-
posed the partial convolutional layer using a binary mask,
which assigns 1 to valid (or error-free) pixels and 0 to in-
valid (or erroneous) ones. Their algorithm excludes invalid
pixels from the convolution and then updates the mask: an
output pixel is declared valid if it depends on at least one
valid input pixel. This hard binary masking, however, has

a limitation that it cannot express the amounts of errors in
a soft manner. For example, in a deeper layer, more pixels
are affected by erroneous input pixels, but fewer pixels are
declared invalid by the binary masking. To overcome this
limitation, Yu et al. [33] proposed the gated convolutional
layer using a continuous mask, which is learned by the net-
work through end-to-end training. Yi et al. [31] developed
a lightweight gated convolutional layer based on separable
convolution [11]. Xie et al. [29] proposed the bidirectional
mask updating, which employs a reverse mask backwardly
updated from the last layer, as well as an ordinary mask.
Also, Ma et al. [21] proposed the region-wise convolutions,
which process existing and missing regions separately.

With the success of the transformer [5] in various vision
tasks including image inpainting [35, 28], Li et al. [16] pro-
posed a mask-aware transformer for inpainting. Similarly
to the partial convolution layer [17], they adopted binary
masking, which classifies tokens as either valid or invalid.
However, this binary masking also suffers from the afore-
mentioned limitation. Even when a token is declared valid,
it may be still erroneous. Furthermore, different valid to-
kens may contain different amounts of errors. It hence may
not be the best strategy to regard valid tokens as error-free
during the self-attention process in the transformer. There-
fore, in this paper, we propose CMT to exploit a continu-
ous mask in the self-attention and also design a mask up-
date scheme to represent the error propagation during the
masked self-attention. Note that the proposed mask update
scheme is fundamentally different from Yu et al.’s learning-
based scheme [33]; we formulate the error propagation dur-
ing the forward pass in the network explicitly.

3. Proposed Algorithm: CMT
Given an image, we generate tokens and conduct self-

attention using a continuous mask. Meanwhile, we update
the mask by modeling the error propagation. It is recom-
mended to watch the video in the supplement.

Tokenization & mask initialization: We partition an
image into N patches and flatten them to yield X =
[x1, . . . ,xN ]t. We then generate a binary mask B =
[b1, . . . ,bN ]t of the same size, each element of which is
set to 1 if the corresponding element in X is error-free and
0 otherwise.

Then, we obtain tokens Z = [z1, . . . , zN ]t by employing
a projection matrix Uz , given by

zi = η(Uzxi + pi) (1)

where pi is a learnable position bias, and η denotes the
layer normalization [1]. We then initialize continuous to-
ken masks M = [m1, . . . ,mN ]t by

mi = ϕ(Uz,bi) (2)
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Figure 2: Illustration of overlapping tokens and the masked self-attention process: An image in (a) is decomposed into overlapping tokens
in (b). In (c), the tokens are represented by a graph. Note that the set E of totally erroneous tokens in (c) is eroded into E ⊖ S in (e) by the
masked self-attention, where S is a structuring element in (d).

where the error propagator ϕ is defined as

mout = ϕ(U,min) ≜ abs(U)min ⊘ abs(U)1. (3)

Here, ⊘ denotes the element-wise division, and 1 is a col-
umn vector consisting of all 1’s. In (3), abs(U) is used
instead of U to prevent positive and negative coefficients in
U from canceling out nonnegative values in the input mask
min. Also, by dividing by abs(U)1, all values in the output
mask mout are also normalized to [0, 1]: 0 indicates a totally
erroneous element, while 1 does an error-free one. Conse-
quently, ϕ(Uz,bi) in (2) predicts approximately how much
errors propagate during the tokenization in (1). In other
words, the token mask mi in (2) represents the amounts
of element-wise errors in the token zi in (1).

Masked self-attention & mask update: We extract query
Q, key K, and value V from the token matrix Z by

Q = [q1, · · · ,qN ]t = ZU t
q , (4)

K = [k1, · · · ,kN ]t = ZU t
k, (5)

V = [v1, · · · ,vN ]t = ZU t
v, (6)

where Uq, Uk, Uv are projection matrices. Equivalently, we
have

qi = Uqzi, ki = Ukzi, vi = Uvzi. (7)

Hence, similarly to (2), we obtain the masks for these query,
key, and value vectors by

q̄i = ϕ(Uq,mi), k̄i = ϕ(Uk,mi), v̄i = ϕ(Uv,mi). (8)

Then, we compute the attended output

Z∗ =

 (z∗1)
t

...
(z∗N )t

 = A

 (v̄1 ⊗ v1)
t

...
(v̄N ⊗ vN )t

 (9)

where ⊗ denotes the element-wise multiplication. Also, the
attention matrix A = [a1, . . . ,aN ]t is determined by

ati = softmax([µ(qi,k1), . . . , µ(qi,kN )]) (10)

where
µ(qi,kj) ≜ (q̄i ⊗ qi)

t(k̄j ⊗ kj). (11)

Note that, in the masked self-attention in (9)∼(11), we use
the masked vectors q̄i ⊗qi, k̄i ⊗ki, and v̄i ⊗vi instead of
qi, ki, and vi in the standard qkv self-attention [5].

Using the attention matrix A, we also update the masks
for the attended tokens in Z∗ in (9) by

M∗ =

 (m∗
1)

t

...
(m∗

N )t

 = A

 v̄t
1
...

v̄t
N

. (12)

Thus, each updated mask m∗
i represents the amounts of er-

rors in the attended token z∗i .

Overlapping tokens: Suppose that token zi is totally er-
roneous, i.e., mi = 0. Then, q̄i = k̄i = v̄i = 0, and
µ(qi,kj) = 0 for all j. In such a case, the attended token
z∗i and its mask m∗

i are both 0, so z∗i remains totally erro-
neous. To solve this problem, as well as to facilitate more
communication among tokens, we introduce the notion of
overlapping tokens.

As shown in Figure 2(b), the set of overlapping tokens
consists of ordinary and shifted ones. We partition an image
into ordinary tokens, as done in the existing vision trans-
formers [5, 20]. In addition, by moving the token windows
by half the width both horizontally and vertically, we ex-
tract shifted tokens. Thus, each shifted token overlaps with
four ordinary tokens, and vice versa. Note that the notion of
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(b) Refinement Network

Figure 3: The proposed algorithm performs inpainting in two stages by employing CMT and the refinement network sequentially.

shifted tokens is unrelated to shifted windows in the Swin
transformer [20].

By employing the center of each token as a node, we can
draw a graph in Figure 2(c). Here, two nodes are connected
by an edge if they overlap each other. In this example, red
nodes depict totally erroneous tokens.

We propose a simple update rule for z∗i when zi is totally
erroneous:

z∗i =
1

4

∑
z∗
j∈N

z∗j (13)

where N is the set of the four overlapping neighbors of z∗i .
We also update its mask by

m∗
i =

1

4

∑
m∗

j∈N
m∗

j . (14)

In other words, a totally erroneous token is replaced with
the self-attended results of its four neighbors.

Consequently, a totally erroneous token remains so, only
if its four neighbors are also totally erroneous. Therefore,
after the proposed masked self-attention, the set E of totally
erroneous tokens is reduced. More specifically, the reduced
set is given by E ⊖ S , where ⊖ is the erosion operator [6],
and S is the structuring element in Figure 2(d).

Two-stage inpainting: In Figure 3, the proposed algorithm
consists of CMT and the refinement network; it performs
inpainting in two stages, as done in [32, 33, 21, 28, 35, 16].

First, CMT in Figure 3(a) converts an input image
into overlapping tokens z1, . . . , zN and initializes the cor-
responding masks m1, . . . ,mN . Then, it performs the
masked self-attention and mask update (MSAU) 15 times.
The output tokens z∗1, . . . , z

∗
N are then detokenized through

0 Mask Value 1

Initial 1st 2nd 4th3rd 5th 6th 7th 8th

MSAU

Figure 4: Illustration of the mask update processes for four images
with holes. In these cases, all mask values are almost 1 after the
eighth MSAU layer.

two linear layers. As a result, the ordinary and shifted to-
kens generate inpainted images Yo and Ys, respectively.

As mentioned previously, each MSAU layer erodes the
set of totally erroneous tokens using the structuring element
in Figure 2(d). Hence, roughly speaking, each MSAU layer
reduces the width of a totally erroneous region by cP , 1 ≤
c ≤

√
2, where P is the patch size for the tokenization.

In CMT, we set P = 16. Thus, composed of 15 MSAU
layers, CMT can fill in a huge hole of width bigger than
200. Figure 4 illustrates how masks for four images with
holes are updated by the proposed CMT network.

Second, the refinement network in Figure 3(b) improves
the details in the initial inpainting results Yo and Ys, by em-
ploying smaller 4 × 4 patches for tokens. Specifically, we
replace non-hole pixels Yo and Ys with their original values



Table 1: Quantitative comparison on the Places2 dataset [40] according to the hole-to-image (H2I) area ratios.

H2I ∈ (0.01, 0.1] H2I ∈ (0.1, 0.2] H2I ∈ (0.2, 0.3]

PSNR(↑) SSIM(↑) FID(↓) PSNR(↑) SSIM(↑) FID(↓) PSNR(↑) SSIM(↑) FID(↓)

EdgeConnect [23] 33.80 0.9811 3.41 28.41 0.9524 7.98 25.29 0.9148 13.56
RN [34] 33.66 0.9804 5.59 28.63 0.9530 10.76 25.57 0.9174 16.44
MEDFE [18] 33.09 0.9784 4.62 27.34 0.9434 12.26 24.10 0.8977 22.45
HiFill [31] 30.34 0.9669 6.22 25.09 0.9189 14.65 22.26 0.8633 25.22
ICT [28] 31.66 0.9771 3.98 26.45 0.9446 9.29 23.23 0.9012 15.82
BAT [35] 34.54 0.9839 2.49 28.15 0.9557 6.36 24.47 0.9149 11.27
MAT [16] 34.43 0.9838 2.41 28.08 0.9549 6.19 24.62 0.9155 10.79

CMT (Proposed) 35.43 0.9854 2.29 29.28 0.9596 5.93 25.88 0.9240 10.36

H2I ∈ (0.3, 0.4] H2I ∈ (0.4, 0.5] H2I ∈ (0.5, 0.6]

PSNR(↑) SSIM(↑) FID(↓) PSNR(↑) SSIM(↑) FID(↓) PSNR(↑) SSIM(↑) FID(↓)

EdgeConnect [23] 23.12 0.8744 18.90 21.33 0.8289 26.04 18.99 0.7605 36.83
RN [34] 23.32 0.8774 22.90 21.37 0.8283 32.01 18.69 0.7448 52.96
MEDFE [18] 21.85 0.8490 33.75 20.09 0.7954 47.78 17.84 0.7204 65.52
HiFill [31] 20.27 0.8064 38.26 18.52 0.7394 60.56 16.47 0.6530 93.44
ICT [28] 21.01 0.8547 22.90 19.20 0.8028 32.47 17.06 0.7309 47.40
BAT [35] 21.85 0.8688 17.39 19.78 0.8154 25.70 17.27 0.7362 40.34
MAT [16] 22.20 0.8721 15.31 20.26 0.8232 20.12 17.65 0.7472 27.53

CMT (Proposed) 23.56 0.8850 14.69 21.70 0.8408 19.36 19.23 0.7723 27.29

to yield Y ′
o and Y ′

s . Next, the refinement network takes the
binary hole mask, as well as Y ′

o and Y ′
s , as input. It adopts

the encoder-decoder architecture of the Swin transformer
[20], which has been successfully used in dense prediction
tasks. Finally, it yields an inpainted result Yf. Again, we
replace non-hole pixels in Yf with their original values.
Loss functions: CMT and the refinement network are
trained sequentially. Both use the loss function

L = wMRLMR + wPLP + wGLG (15)

where LMR is the mask-based reconstruction loss, LP is the
perceptual loss, and LG is the adversarial loss. We set the
weights wMR = 1, wP = 10, and wG = 0.001.

We use the mask-based reconstruction loss [17]

LMR =
1

N

N∑
i=1

∥bi ⊗ (yi−ŷi)∥1
10∥bi∥1

+
∥(1−bi)⊗ (yi−ŷi)∥1

∥1−bi∥1
(16)

where yi and ŷi are a predicted patch and its ground-truth,
respectively. Note that, using the hole mask bi, prediction
errors for hole pixels are weighted 10 times more than those
for non-hole pixels.

The perceptual loss [13], given by

LP = ∥fY − fŶ ∥2, (17)

minimizes the distance between deep features fY and fŶ
extracted from a predicted image Y and its ground-truth Ŷ ,
respectively, through VGG16 [26].

The adversarial loss [7], LG, is used to enhance the sub-
jective quality of an inpainted image by emphasizing high-

frequency information. We adopt the discriminator based
on spectral normalization [22] to stabilize the training.

4. Experiments

We present the implementation details in the supplement.

4.1. Datasets and metrics

Places2 [40]: It contains 1.8 million training and 36,500
validation images, from which we randomly select 100,000
and 12,000 images for training and evaluation, respectively.

CelebA-HQ [14]: It has about 30,000 facial images, which
we split into 26,000 training and 4,000 evaluation images.

DTD [2]: It consists of 5,640 texture images. We select
2,000 images randomly and use them for evaluation only.

Irregular mask dataset [17]: It provides six mask sets,
each of which contains 2,000 irregular hole patterns. They
have patterns with H2I ratios within (0.01, 0.1], (0.1, 0.2],
(0.2, 0.3], (0.3, 0.4], (0.4, 0.5], and (0.5, 0.6], respectively.
We use these mask sets in all evaluations.

Evaluation metrics: For quantitative comparisons, we use
the peak signal-to-noise ratio (PSNR), the structural simi-
larity index measure (SSIM), and the Fréchet inception dis-
tance (FID) [10] measuring a perceptual similarity of a gen-
erated image to the real one.

4.2. Comparative assessment

The publicly available source codes of conventional al-
gorithms are used in all comparative experiments.



(a) Input (b) RN [34] (c) ICT [28] (d) BAT [35] (e) MAT [16] (f) CMT (Proposed) (g) Ground-Truth

Figure 5: Qualitative comparison of inpainted images on the Places2 dataset [40].

Table 2: Quantitative comparison on the CelebA-HQ [14] dataset.

PIC ICT BAT MAT CMT
[39] [28] [35] [16] (Proposed)

(0
.0
1
,
0
.2
]

PSNR(↑) 33.67 33.27 34.63 35.31 35.92
SSIM(↑) 0.9783 0.9793 0.9830 0.9842 0.9859

FID(↓) 2.34 1.87 1.06 0.90 0.84

(0
.2
,
0
.4
]

PSNR(↑) 26.48 26.40 26.91 27.67 28.24
SSIM(↑) 0.9342 0.9389 0.9440 0.9461 0.9515

FID(↓) 6.43 5.61 3.75 2.55 2.54

(0
.4
,
0
.6
]

PSNR(↑) 21.58 21.84 22.26 23.22 23.78
SSIM(↑) 0.8650 0.8765 0.8831 0.8884 0.8997

FID(↓) 14.22 12.42 7.30 4.60 5.23

Comparison on Places2: In Table 1, we compare the
PSNR, SSIM, and FID scores of the proposed CMT algo-
rithm with those of recent inpainting algorithms: EdgeCon-
nect [23], RN [34], MEDFE [18], HiFill [31], ICT [28],
BAT [35], and MAT [16]. Note that ICT, BAT, and MAT
are transformer-based. In this test, the inpainting results are
obtained on 256 × 256 images, except for HiFill and MAT
trained on 512 × 512 images. For comparison, we down-
sample the inpainted images of HiFill and MAT by a factor
of 2. The proposed CMT performs the best in all tests for all
H2I ratio ranges with no exception. Especially, CMT out-
performs the state-of-the-art mask-aware transformer MAT

Table 3: Quantitative comparison on the DTD dataset [2].

PSNR(↑) SSIM(↑) FID(↓)

EdgeConnect [23] 22.86 0.8642 30.54
RN [34] 21.06 0.8379 70.39
MEDFE [18] 21.77 0.8413 60.24
HiFill [31] 20.87 0.8163 48.34
ICT [28] 21.65 0.8533 33.29
BAT [35] 22.62 0.8706 19.53
MAT [16] 22.57 0.8665 21.89

CMT (Proposed) 24.05 0.8798 19.31

by significant margins in terms of PSNR and SSIM. The
comparison on 512×512 inpainted images is also available
in the supplement.

Figure 5 shows qualitative results, in which RN suffers
from color discrepancies, ICT and BAT yield undesirable
artifacts, and MAT generates unnatural details. In contrast,
CMT provides more plausible results with fewer artifacts.

Comparison on CelebA-HQ: Table 2 compares the pro-
posed CMT algorithm with PIC [39], ICT [28], BAT [35],
and MAT [16]. Here, all networks are trained for the spatial
resolution of 256 × 256. Except for FID on the high H2I
range of (0.4, 0.6], CMT surpasses the conventional algo-
rithms. As shown in Figure 6, CMT generates less severe
artifacts and restores facial details more successfully, espe-



(a) Input (b) PIC [39] (c) ICT [28] (d) BAT [35] (e) MAT [16] (f) CMT (Proposed) (g) Ground-truth

Figure 6: Qualitative comparison of inpainted images on the CelebA-HQ dataset [14].

(a) Input (b) RN [34] (c) ICT [28] (d) BAT [35] (e) MAT [16] (f) CMT (Proposed) (g) Ground-truth

Figure 7: Qualitative comparison of inpainted images on the DTD dataset [2].

cially around the eyes.

Comparison on DTD: Next, we fill in holes in texture im-
ages in the DTD dataset, by employing the inpainting net-
works trained on Place2. Holes with H2I ratios in (0.3, 0.4]
are used. In Table 3, CMT again outperforms the exist-
ing algorithms in every metric. In Figure 7, CMT restores
repetitive patterns successfully.

Figure 8 compares CMT with MAT [16] when a tex-
ture image is degraded by different holes. We see that the
proposed CMT using a continuous mask restores the holes
more faithfully than MAT using a binary mask.

4.3. Ablation and analysis

Table 4 compares several ablated methods to analyze the
efficacy of the proposed algorithm and its components. In
this test, the Places2 dataset [40] is used with the H2I ratios
in (0.3,0.4].

Overlapping tokens: Method I employs ordinary tokens
only as in [5], while II uses overlapping tokens. Both I and
II perform the standard self-attention in [5] with no mask
update scheme. By comparing I and II, we see that overlap-
ping tokens improve inpainting performance by facilitating



(a) Input (b) MAT [16] (c) CMT

Figure 8: Comparison on DTD [2].

(a) Input (b) Scribbling (c) Output (d) Input (e) Scribbling (f) Output

Figure 9: Examples of old photo restoration and distraction removal.

Table 4: Ablation studies of the proposed CMT algorithm.

Method Tokens MSAU Refine PSNR SSIM FID

I Ordinary 22.46 0.8534 22.39
II Overlapping 22.64 0.8592 19.83
III Ordinary (Binary) 22.51 0.8547 21.71
IV Ordinary ✓ 22.83 0.8612 19.62
V Overlapping (Binary) 22.95 0.8618 18.83
VI Overlapping ✓ 23.22 0.8771 15.69
VII Ordinary ✓ ✓ 23.12 0.8744 17.79
VIII Overlapping ✓ ✓ 23.56 0.8850 14.69

more communication among tokens.

MSAU & mask type: In methods III and IV, the MSAU
layers are employed with ordinary tokens. Here, a totally
erroneous token is replaced with the self-attended results of
its four neighbors: the top, bottom, left, and right tokens.
Methods III and V replace the continuous masking in the
MSAU layers with the binary masking; a token is declared
valid when it is conditioned on at least one valid input to-
ken, as done in [16]. The performance gaps between I and
IV or between II and VI indicate that the proposed masked
self-attention is effective for image inpainting. Also, from
comparisons between III and V or between IV and VI, we
see that overlapping tokens make the masked self-attention
more effective. Furthermore, the gaps between III and IV or
between V and VI confirm the efficacy of the proposed con-
tinuous masking in comparison with the binary masking.

Refinement: Finally, the refinement network in methods
VI and VII enhance the initial results of CMT. Note that the
proposed CMT algorithm (method VII) provides the best
PSNR, SSIM, and FID.

4.4. Real applications

We apply the proposed CMT algorithm to restore old
photos with scratches and enhance flawed photos with dis-
tracting objects in Figure 9 (a) and (d), respectively. We
draw scribbles to cover the defects, as in Figure 9 (b) and
(e). Then, we employ the network trained on Places2 [40]
to fill in the defects, as in Figure 9(c) and (f). The proposed
algorithm removes the scratches and the distracting objects
successfully to reconstruct faithful images.

5. Conclusions

We proposed the novel continuous-mask-aware trans-
former, referred to as CMT, to exploit a continuous mask
representing the amounts of errors for image inpainting.
First, a continuous mask is initialized and used during the
self-attention. Here, overlapping tokens are employed to fa-
cilitate the masked self-attention. Next, the mask is updated
by modeling the error propagation during the masked self-
attention. Through several MSAU layers, initial inpainting
results are obtained. Then, the initial results are refined
to yield a final inpainted image. Extensive experiments
showed that the proposed CMT algorithm provides signifi-
cantly better inpainting results than existing algorithms.
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